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Abstract—The focus of this paper is the development of
tools to facilitate the effective use of AUVs to survey small-scale
oceanographic processes. A fundamental difficulty in making
oceanographic surveys with autonomous underwater vehicles
(AUVs) is the coupling of space and time through the AUV survey
trajectory. Combined with the finite velocity and battery life of
an AUV, this imposes serious constraints on the extent of the
survey domain and on the spatial and temporal survey resolutions.
In this paper, we develop a quantitative survey error metric
which accounts for errors due to both spatial undersampling and
temporal evolution of the sample field. The accuracy of the survey
error metric is established through surveys of a simulated oceano-
graphic process. Using the physical constraints of the platform,
we also develop the “survey envelope” which delineates a region
of survey parameter space within which an AUV can sucessfully
complete a mission. By combining the survey error metric with
the survey envelope, we create a graphical survey analysis tool
which can be used to gain insight into the AUV survey design
problem. We demonstrate the application of the survey analysis
tool with an examination of the impact of certain survey design
and parameters on surveys of a simple oceanographic process.

Index Terms—Autonomous underwater vehicle, AUV, survey de-
sign, survey error.

I. INTRODUCTION

CAPABILITIES for synoptic observation of dynamic pro-
cesses in the ocean are needed. To obtain synoptic data

from in situ observations, a survey system must be capable of
mapping an ocean structure faster than significant changes in
this structure occur. Unfortunately, the wide range of scales of
both temporal and spatial variability found in these processes
makes surveying dynamic phenomena in the world’s oceans
problematic [1]. For many traditional methods of oceanographic
sampling, the requirement of synopticity must be relaxed due to
physical, economic, and/or operational limitations of the sam-
pling platforms [2].
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The present generation of oceanographic field programs
are fundamentally limited by too few measurements, taken
too slowly, at too great a cost. One approach to provide more
economical access to the ocean is to use many small, low-cost
autonomous underwater vehicles (AUVs) [3]–[5], Fig. 1, to
accomplish surveys of dynamic oceanographic phenomena [6].
With such devices, near-synoptic surveys become economically
feasible and are well suited to the study of some oceanographic
phenomena. However, the advent of such capabilities creates a
demand for quantitative tools for optimizing their use.

The current state of practice in AUV-based surveying is pri-
marily oriented toward track-line surveys of static phenomena
such as sea floor bathymetry [7], magnetism [8], and sonar [9] or
video imagery. Several authors have contributed to a small but
growing literature in AUV-based adaptive surveying [10]–[12].
However, these authors have ignored the intramission temporal
evolution of the processes of interest to make their problems
tractable. Environment-dependent [13] and data-adaptive [14]
navigation algorithms to insure complete sonar swath coverage
of predefined survey areas have also been developed for poten-
tial use on AUVs. While the later of these two algorithms can
react to time-varying changes in the environment, both algo-
rithms assume that the underlying process of interest (i.e., sea
floor topography or imagery) does not change over the duration
of the survey.

To adequately sample dynamic ocean phenomena, we need
to find ways of allocating our scarce observational resources so
as to maximize the information content of the collected data.
Because AUVs are a relatively new technology, it is also not
yet well understood how to best utilize them in oceanographic
experimentation. This work addresses the issues inherent in
surveying oceanographic phenomena with AUVs and develops
quantitative metrics for measuring the effectiveness of these
surveys.

The effectiveness of a survey can be addressed quantita-
tively only within the framework of a given oceanographic
experiment. For the purposes of this paper, the objective will
be to obtain the best representation, in a least-squares sense,
of a measured scalar field. There are two major sources of
survey error. One arises from the finite spatial resolution of the
survey and the other from the finite time required to sample.
Temporal evolution of the ocean during a survey has the
effect of “blurring” the reconstructed field [15], driving one to
increase vehicle speed and minimize survey distance. However,
vehicle speeds are strongly energy constrained, and decreasing
the survey distance effectively reduces the sampling resolution
(assuming a fixed survey area). Thus, there is a fundamental
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Fig. 1. A schematic of the MIT AUV Laboratory’s Odyssey IIb AUV. To date, these 6000-m rated vehicles have completed over 400 deep-ocean and littoral
missions. The two glass spheres are the pressure housings for electronics and batteries. The interior of the AUV, where most of the sensors reside, is free-flooded.
Equipment not shown includes side-scan sonars, acoustic tomographic sources, DVL, OBS, video cameras, GPS receiver, LBL transponder, and radio andacoustic
modems.

tradeoff between errors introduced by temporal evolution or
spatial undersampling of the survey field.

An important figure of merit for an oceanographic survey
system is the energy required to accomplish a survey [16]. In a
practical sense, energy is minimized by reducing the distance a
vehicle must travel and optimizing its speed for efficiency. For
vehicles which are serviced between missions, perhaps on an
oceanographic vessel, there is little incentive to use less than
the vehicle’s total useful energy capacity in any given mission.
However, choices about the consumption of energy are more
complex in long-deployment scenarios, such as the autonomous
ocean sampling network (AOSN) [17] paradigm, where the bulk
of the system’s energy may be stored at network nodes rather
than in the vehicles themselves. In this case, the tradeoff is be-
tween many low-resolution surveys or a few surveys at a higher
resolution.

In fact, there are a number of critical tradeoffs which can be
made in the design of a grid survey, or in the design of an AUV
for a specific oceanographic mission. To aid in making these
decisions, certain questions must be answered: What is the best
compromise between survey time and resolution? How large
an area can be mapped with confidence? How does the survey
improve if multiple vehicles are employed? How can current
AUVs be improved to enhance their survey performance? These
questions are the focus of this paper.

The format of our paper is as follows. In Section II, we review
the energy economics of surveying with AUVs and generate a
graphical “survey envelope” which is dependent upon thesurvey
sampling resolution, , and thetotal survey time, . Next, we an-
alyze the errors inherent in these surveys as functions ofand
and combine these errors to form an overall survey performance
metric in Section III. A simple example oceanographic process
is employed in Section IV in the development of a graphical
survey analysis tool which facilitates quantitative comparisons
of differing surveys. Simulations based on the example oceano-
graphic process are used to establish the validity of the com-
bined survey error metric in Section V. In Section VI, we demon-
strate the use of our graphical survey analysis plots in an exam-

ination of the impact of certain survey design and AUV param-
eters on surveys of a simple oceanographic process. We employ
the survey analysis plots to optimize a survey of open-ocean
deep convection in Section VII. Finally, Section VIII reviews
the analysis of the preceding sections, discussing the assump-
tions made and the utility of our contributions.

II. ENERGY ANALYSIS

A. Energy Consumption

An AUV’s energy consumption for a given survey mission is
roughly determined by three parameters: the area over which the
survey is made, , the resolution of the survey,, and the total
time that it takes to complete the survey,. Let us consider for
the moment a simple grid survey over a fixed square area. The
total linear distance, , traversed in the survey is approximated
by

(1)

where is the distance between tracklines (or points) in a uni-
form grid survey. The relationship above is clearly only an ap-
proximation since the shape and size of the survey relative to
the survey resolution must be taken into account. For a rectan-
gular area with both sides significantly larger than, the approx-
imation is good. The vehicle speed required to complete such a
survey is

(2)

where is the time taken to complete a survey. The total energy
consumption [16] for a survey is

(3)

where is the density of water, is the drag coefficient for
the vehicle, is the vehicle’s wetted surface area,is the
propulsion efficiency, and is the vehicle hotel load. Values
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TABLE I
PHYSICAL PARAMETERS FOR THEODYSSEY IIB VEHICLE

for these parameters for the standard Odyssey IIb AUV are
given in Table I.

The first term in the right hand side of Equation (3) is as-
sociated with the propulsion of the vehicle through the water;
the second term is the hotel load, i.e., power consumed by elec-
tronics, sensor systems, etc. From Equation (3) we see that
decreases with decreasingand/or . Since and cannot
simultaneously decrease without changing the resolution of the
survey, we must tradeoff these two mission parameters to min-
imize . If we divide the total energy consumed by the total
survey distance we have an equation for the energy consump-
tion per unit distance,

(4)

Taking the derivative of (4) with respect to velocity,, and set-
ting this equal to zero gives us the optimal vehicle speed

(5)

This velocity is optimal in the sense that it minimizes energy
consumption per unit distance traveled. This relationship indi-
cates that at its optimal speed of 0.92 m/s, the Odyssey IIb class
of AUVs will achieve an energy performance of 65.27 J/m, cor-
responding to a maximum survey path length of approximately
275 km based on a 5-kW-h(1.8 10 J) battery pack. Actual
range is less (100 km or more) since these vehicles do not typi-
cally operate at their optimal speed.

By substituting (5) into (3), we find that the minimum total
energy consumption required to complete a grid survey at spatial
resolution in time is

(6)

This is a lower bound on the total energy consumed in a time
constrained survey.

B. Survey Envelope

In Fig. 2, we compute survey energy consumption for an
Odyssey IIb survey of a square survey domain with area
(2 km) . The contours show energy consumption as a function
of over a range which covers current rechargable battery
technologies. The dotted line partitions the energy consump-
tion curve into two regions. In the upper region, the total en-
ergy consumption is roughly independent of the spatial resolu-
tion at which the survey is conducted; these surveys are con-
strained by the vehicle hotel load. In the lower portion of the
plot, both spatial resolution and total survey time influence the

Fig. 2. Total survey energy consumption and survey envelope as a function
of survey spatial resolution,�, and total survey time,� , for a grid survey of a
square survey domain withA = (2 km) . Curved lines are energy boundaries
(as labeled) and straight lines are vehicle speed constraints (V = 0:25 m/s
andV = 2:5 m/s). The optimal survey speed (V = 0:92 m/s) is shown
as a dotted line.

energy consumption of a given survey. As spatial resolution de-
creases (corresponding to finer grid spacing) the total survey
energy increases while total energy consumption increases with
decreasing survey time (faster vehicle speed). Typical AUV sur-
veys will be designed to fall into the lower region of the energy
consumption curves. We also see that the total survey energy
is greatest for surveys which are densely sampled and/or com-
pleted quickly.

We must also consider the effects of physical constraints im-
posed by the AUV on the surveying process. There are three
such constraints. For the sake of this example, we have assumed
that our AUV has a 5 kW-hr battery. Thus, the total survey en-
ergy consumption can be no more than this ( J). Also,
hydrodynamic constraints on the vehicle require that it operate
at speeds equal to or greater than 0.25 m/s to maintain control
authority. Futhermore, the vehicle has a maximum speed of 2.5
m/s. When taken together, these energy and speed constraints
define a finite region of space within which it is pos-
sible for the vehicle to survey. This region, which we refer to as
the “survey envelope,” is shown in Fig. 2 as the unshaded re-
gion. The straight edges of the survey envelope correspond to
the AUV speed constraints and the curved edge near the top of
the envelope is due to the finite energy stored in the AUV’s bat-
teries.

Note that the calculation of total survey energy as a function
of , as shown in Fig. 2, assumes a two-dimensional (2-D)
survey domain and a uniform grid survey. For a grid survey with
a “yo-yo” pattern superimposed in the vertical plane, the total
survey distance, and hence, the total survey energy, will increase
by a factor

(7)

where is the pitch angle associated with the vehicle’s “yo-yo”
vertical excursions. As the pitch angle increases, propulsion en-
ergy will increase rapidly. There will be some maximum pitch
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angle above which the AUV cannot function efficiently due to
stability and/or velocity limitations. Note also that a survey tra-
jectory such as this inextricably couples the horizontal and ver-
tical spatial resolutions of the survey. If we wish to sample very
densely in a horizontal plane, we will be limited by the max-
imum pitch angle to very small vertical excursions. For the re-
mainder of this paper, we will consider horizontal survey trajec-
tories only.

III. ERRORANALYSIS

To assess the degree of synopticity with which an AUV can
measure a generic oceanographic process, an understanding
of the survey errors inherent in the sampling strategy must
be gained. We have identified two major contributions to the
survey error, the first being dependent upon the survey’s spatial
resolution and second on the duration of the survey. In terms of
spatial resolution, the survey error is dominated by the loss of
detail in the reconstruction of the survey field due the inevitable
undersampling of the phenomenon. The dependence of the
survey error upon total survey time arises from the evolution
of the ocean process over the course of the survey. If we have
a reasonable understanding of the physics of the process under
study (either from a model or experimental data), we will be
able to generate analytic error surfaces in terms ofand for
any given survey strategy.

For the following discussion, and throughout the remainder
of this paper, our goal will be to accurately reconstruct a “snap-
shot” of a spatially distributed, time-evolving, scalar parameter
process. That is, we want to reconstruct a spatial field which rep-
resents, as accurately as possible, the true field at some instance
during the survey. The estimated field will exhibit errors due
to spatial undersampling and temporal evolution of the under-
lying phenomenon. For the sake of clarity of analysis, we will
assume that any AUV navigational errors are negligible. This
assumption is reasonable since navigation errors are typically
much smaller than the correlation scales of the ocean process of
interest.

A. Spatial Survey Error

Let us begin by considering a spatially distributed process
field, , that does not evolve in time. Assume that we have
surveyed this field, producing the samples,

(8)

where is the location of theth sample and is a zero
mean, white measurement noise with varianceand is uncor-
related with . From the noisy samples we reconstruct
a continuous field which, for simplicity of notation, we also refer
to as . This reconstructed field will be bandlimited by the
multidimensional equivalent of the Nyquist frequency associ-
ated with the survey spatial resolution. We define the error field
in terms of the real field and the survey reconstructed field as

(9)

where is the spatial domain of the survey.
We can define any number of error metrics in terms of this

error field. Because the true field is unknown, we should

attempt to determine the expected values for the survey errors
instead of absolute survey errors. Accordingly, we have chosen
to define our spatial survey error metric to be

(10)

which is the expected total energy contained in the error field
normalized by the expected total energy contained in the con-
stituent fields so that the spatial survey error will satisfy

.
We now transform (10) into the Fourier domain by applica-

tion of the multidimensional version ofParseval’s Theorem[18]
which states that the total energy contained in a signal is pro-
portional to the integral of the squared magnitude of its Fourier
transform. Thus, we have

(11)

The value of is simply the transform of an aliased
version of the process field plus some measurement noise and is
easy to compute provided that we know the Fourier transform of
the process field (e.g., from a model of the process of interest).

The Fourier transforms of the reconstructed field will
be corrupted by spatial aliasing as well as noisy measurements.
The effect of aliasing is to fold over spectral energy from
wavenumbers higher than the Nyquist wavenumber
resulting in increased spectral energy in the recovered field
for wavenumbers less that the Nyquist wavenumber, i.e.,

. The effect of the measurement noise is to increase
the energy in the reconstructed field uniformly across the
wavenumber spectrum. The energy in the error field comes
from these two contributions. Thus, we can show [19] that the
numerator of (11) is given by

(12)

where is the Fourier transform of and we have used
the fact that and are uncorrelated to separate their
Fourier transforms. The regions of integration are

(13)

which is the support of the sampling process, and

(14)

which is the region of wavenumber space which lies outside
the support of the sampling function. Note thatand are
exclusive sets that partition the whole-dimensional -space,
i.e., and .



WILLCOX et al.: PERFORMANCE METRICS FOR OCEANOGRAPHIC SURVEYS WITH AUVs 715

Thus, (11) becomes

(15)

where is the energy density spectrum of the process ,
and is the energy density spectrum for the noise
process. We see that as the SNR of the sampling process de-
creases, the noise terms in the numerator and denominator of
(15) dominate, causing as , regardless of
the spatial resolution at which the field is sampled. Also, in the
absence of measurement noise, undersampling of the true field
will cause as the bandwidth of the underlying process
increases well beyond the range of the survey spatial resolution,
i.e., .

Since measurement noise on the typical AUV is quite small
in comparison to the signal variance, we will neglect these terms
for the remainder of this analysis. Accordingly, we redefine the
spatial survey error metric to be

(16)

This metric is a number which ranges between zero and one. It
specifies the fraction of the total energy present in the field that
we have misassigned in the reconstructed field. For , we
have captured all of the energy with the survey and, hence, can
perfectly reconstruct the process field.

B. Temporal Survey Error

In the previous section we assumed that the process of interest
was static. We now let the process evolve in time. To accurately
reconstruct the process at some instant, we would have to make
an instantaneous survey. This is analogous to taking a snap-shot
of the process and is, of course, impossible to achieve in practice
with an AUV. The time evolution of the field will degrade the
information which we obtain with our survey. Therefore, we
must attempt to determine the degree to which our temporally
“blurred” sample field can accurately represent the true field.

For the moment, consider the value of the process field at
a single location , at time , which we will denote with the
symbol . If the survey begins at time , then this lo-
cation would be sampled at some later time, , due to
the finite speed of the AUV. Note that is not a continuous
field as was in Section III-A above. It is rather a collection
of random variables at the finite number of spatial sample loca-
tions in the survey domain.

To construct a temporal survey error metric, we begin by
taking the expectation of the squared error between the true field

value (at time ) and survey sample value (at time ) at
the spatial location . This is given by

(17)

where is the temporal variance of the process field andis
the variance of a zero-mean, white noise temporal measurement
error which is uncorrelated with the process field. We use the
uncorrelatedness of the field and the noise to reduce the last
term in the above equation to a covariance function involving
only the process field.

From (17) we see that in the absence of measurement noise,
as , since the process has no time to evolve

before the sample is taken. However, as , (17) goes to
. We define our normalized point-wise expected error,,

as

(18)

where we have used the fact that the covariance divided by the
variance is defined to be the autocorrelation function, . The
last term is a constant which depends on the variance of the mea-
surement noise only. The assumption that is typically
justifiable and, since the ultimate goal is to gain insight into the
effects of and on the error metrics, we will ignore this last
term in the remainder of the analysis.

Equation (18) computes an expected error for each individual
sample in the survey. However, we require an error metric which
captures the effect of temporal blurring for all samples in the
field. We create this error metric by averaging the point-wise
expected errors over the entire survey domain. In the limit, this
can be done by integrating (18) over the total survey time,,
and taking the time average. Thus, we use the point-wise error
to define the temporal survey error as

(19)

where the time origin, , is placed at the mid-point of the survey
to minimize the overall error.

The temporal survey error metric measures the average corre-
lation of the sample field with the true field. As , the au-
tocorrelation function will go to one and, hence, . This
is as we would expect since we are essentially measuring the
difference between two “snap-shots” of the process which have
been taken at the same instant. On the other hand, as ,

since the autocorrelation function goes to zero, indi-
cating that the sampled field and the field at are com-
pletely uncorrelated.
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C. Combined Survey Error Metric

In the previous two sections, we developed spatial and
temporal survey error metrics. The spatial survey error metric
gives the expected error in reconstructing a spatial field from
an undersampled survey of that field. The temporal survey
error metric is an average of pointwise errors derived from
the temporal autocorrelation function. We now combine these
errors into a single survey error metric,

(20)

In Section III-A, was interpreted as the fraction of spatial in-
formation about the process which has been lost. Therefore, the
factor is the fraction of spatial information about the
process which has been accurately recovered by the survey. Al-
ternatively, one can think of these quantities as the fraction of
detail which has been lost or retained by the sampling process,
respectively. The reduction of this information by temporal evo-
lution of the field is given by the second term. Therefore,
measures the uncertainty in our estimate of the process field
at time . For , we have a perfect estimate, while

indicates that we have gained no new understanding
of the process. Actual surveys will fall between these two ex-
tremes.

Recall that both and are computed from expectations.
Implicit in (20) is the assumption that spatial and temporal
survey errors are uncorrelated. This assumption will not be
valid for many oceanographic processes. Nevertheless, the
total survey error metric should be indicative of the gross
performance of an AUV survey of these processes and should
continue to be useful in designing surveying strategies.

It is also often useful to employ an equivalent characterization
of a survey, the overall surveyperformance

(21)

which also ranges between zero and one and has the obvious
interpretation.

IV. SURVEY ANALYSIS PLOTS

To develop the graphical survey analysis plot, we must estab-
lish a framework for the process of interest. Let us assume, for
the sake of an example, that we wish to survey a slowly evolving,
wave-like phenomenon. Let the process of interest be described
by a frequency spectral density given by

(22)

where is the “cutoff” frequency of this Lorentzian
density. This density function indicates a process which is dom-
inated by long-wavelength motions and has an expontential au-
tocorrelation function

(23)

where is the decorrelation time of the example process.

If we further specify that our example field satisfies the
plane-wave dispersion relation,

(24)

where is the wave propagation speed, then we know that the
autocorrelation of the spatial component of the field will also
have the exponential form

(25)

Therefore,the spatio–temporal autocorrelation function of the
example field is

(26)

Since the process field is spatially isotropic, we can express
the spectral density in terms of a scalar radial wavenumber,.
We compute the radial wavenumber spectral density function
[20] by taking the Fourier–Bessel transform of the spatial au-
tocorrelation function and multiplying by a factor of (as-
suming a 2-D survey domain). Thus, we have

(27)

where is the radial wavenumber, is the Bessel function
of the first kind of order zero, and is the associated (nonra-
dial) wavenumber spectral density of the isotropic random field.
Anticipating its later use, we also compute the radial spectral
distribution function for the random field

(28)

In accordance with the properties on all distribution functions,
(28) ranges between zero and one asranges from zero to in-
finity.

We complete the description of the example random field by
specifying that it have zero mean ( ) and unit variance
( ) and that the spatial and temporal correlation scales are

m and s, respectively, with an equivalent
propagation speed of m/s. With these specifications,
we can now calculate the spatial and temporal survey errors in
addition to the total energy required to complete a survey of this
process as functions of the survey parameters .

A. Spatial Survey Error

Recall from (16) that the spatial survey error is equivalent to
the fraction of the total energy of a spatial field which lies out-
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side the support of the sampling process. We can easily rewrite
(16) in terms of the radial wavenumber spectral density function

(29)

where is the wavenumber radial spectral distribution
function calculated above and is one-half the sampling
density (i.e., the Nyquist density).

The distribution function is a monotonic function which mea-
sures the fractional amount of the total spectral energy contained
in wavenumbers up to the sampling density,. Therefore,
is also a monotonically increasing function of. Inserting (27)
into (29) gives the spatial survey error for this example process

(30)

B. Temporal Survey Error

We now turn our attention to the temporal survey error. In-
serting (23) in to (19), the temporal survey error for our example
process is

(31)

C. Combined Survey Error

Finally, we combine the spatial and temporal survey errors
to form the combined survey error, . Inserting (30) and (31)
into (20), we obtain

(32)

This quantity is plotted in Fig. 3 as a function of normalized
sampling density ( ) and normalized survey time ( ).
Note that the error contour lines are more closely spaced on the
spatial resolution axis than on the total survey time axis. This is
a consequence of the fact the spatial error accounts for errors
in two spatial dimensions whereas the temporal survey error
accrues errors only in a single dimension.

D. Survey Analysis Plots

We have used (32) to generate a plot of the combined survey
error as a function of survey spatial resolution and total survey
time for our example ocean process. Fig. 3 indicates that surveys
which are sampled quickly and densely have minimal survey
error. However, as we saw in Section II, fast and dense sur-
veys also correspond to high energy consumption. A tradeoff be-
tween energy consumption and the combined survey error must
be made to obtain optimal survey parameters.

Fig. 3. Combined survey error as a function of(� ; � ) for a grid survey of the
example process (� = 512 m and� = 51200 s) in a survey domain of area,
A = 4 km . Minimal error is achieved for surveys which are sampled densely
and quickly. Conversely,E ! 1 for coarse and slow surveys, indicating that
very little information about the process field has been recovered.

If we combine the survey envelope with the combined survey
error by directly superimposing Figs. 2 and 3, we generate a plot,
Fig. 4, which indicates the survey errors achievable for all com-
binations of the survey parameter pair, achievable by an
Odyssey IIb AUV surveying our example process. Plots such as
these are what we have termed the “survey analysis plot.” They
allow us to make objective judgments about the various issues
involving survey design and/or AUV design parameters. For in-
stance, using Fig. 4, we can readily determine the minimum
error, , which can be achieved with the Odyssey
IIb AUV for this particular survey example. Surveying at any
combination of other than those specified by this min-
imum value will result in decreased survey efficiency.

V. SIMULATION AND VALIDATION

Before moving on to applications of the survey analysis plots,
we now revisit the combined survey error metric to explore its
accuracy by comparing it to survey errors from surveys of a
simple simulated ocean field. The simulations are based on the
technique of sampling from the spectrum [21]. This technique
generates isotropic spatial random fields by taking a normalized
sum of several harmonic components at each point in the sim-
ulation. The wavenumbers which define these harmonic com-
ponents are themselves random variables which are distributed
in accordance with the radial spectral distribution of the desired
random field. A simple modification of this technique allows
it to be extended to time-varying processes. Perhaps the most
important feature of this simulation technique is the ability to
calculate simulated values at any location within the field at any
instance in time. This capability is required for surveys which
follow irregular survey trajectories.

In the following sections, the technique of sampling from the
spectrum will be reviewed for spatial random fields. Simulated
surveys from the resulting fields will be conducted and recon-
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Fig. 4. Survey analysis plot as a function of(� ; � ) for our example process
with � = 512 m and� = 51200 s. The combination of the survey envelope
and combined survey error forms a tool which can be used to optimize surveys
in terms of various survey parameters. Each point within the survey envelope
gives the expected combined survey error for a particular(� ; � ) pair. The
minimum error possible for the present example isE = 0:162.

struction errors from these surveys will be compared to the com-
bined survey error metric of Section III.

A. Process Simulation

For clarity of exposition and for computational simplicity,
we have chosen to simulate a time-varying, 2-D, random field,

, which is spatially homogeneous and isotropic and tem-
porally stationary. Furthermore, the simulated fields will have
zero mean, , and unit variance, . We have also
chosen to use a separable exponential autocovariance function

(33)

where is the (scalar) distance between two points in the field,
i.e., . Given our zero-mean and unit variance assump-
tions, we see that the autocovariance function is equivalent to the
autocorrelation function of the random field. The spatial corre-
lation length is denoted by , and is the temporal correlation
“length,” or time constant. The corresponding wavenumber-fre-
quency spectrum of the process will be a separable function of

and ,

(34)

where denotes the radial wavenumber energy density
spectrum (we have relied upon the fact that the desired random
field is spatially isotropic in order to write the wavenumber
spectrum as a function of a scalar wavenumber).

We see from (27) as well as the zero mean and unit vari-
ance assumptions that the statistics of the spatial random field
are completely determined by the length scale parameter,.
Thus, simulation of a spatial random field begins by choosing
a length scale for the desired field and then selecting a vector
of random wavenumbers from which the spatial random field
will be formed. The way in which these random wavenumbers
are selected is known as sampling from the spectrum and it is

this process which gives the simulation technique its name. This
method is as follows.

Let be a random vector with elementsuniformly
distributed on . Furthermore, let each element satisfy the
equation

(35)

where the (scalar) radial wavenumbers,, are the random
wavenumbers which we seek. We solve for these wavenumbers
by taking the inverse of (35)

(36)

Finally, this vector of random wavenumbers is used to simu-
late a zero mean, unit variance spatial random field

(37)
where the s are random directions uniformly distributed on

and the s are random phases also uniformly distributed
on . We have employed the dispersion relation (24) to
write random frequencies in terms of the random wavenumbers,

. Thus, the 2-D spatial random field consists of a collection of
plane progressive waves of random wavelength and phase,

each oriented in a random direction. It is easily shown that the
simulated fields have zero mean and unit variance, are spatially
homogeneous and isotropic and temporally stationary [19]. The
simulations can be modified so that the resulting random fields
are anisotropic by allowing the radial wavenumber spectral den-
sity/distribution to be parameterized by the random directions,

, in addition to the parameter .

B. AUV Survey Simulations

Using the simulation technique described above, we have
generated simulated AUV surveys of spatially varying, tempo-
rally evolving processes. These surveys implement a simple
grid pattern over a square domain. Thetrue field is calculated
on a 128 128 cell grid which spans the simulation domain.
The survey begins at time and ends at time .
The true field is the instantaneous spatial field at the time

.
The AUV survey fields are generated as follows: A spatial tra-

jectory for a grid survey is computed and discretized on a square,
uniform grid. Beginning at the southwest corner of the simula-
tion domain at time , the field is sampled in the first
cell. At each subsequent sampling instant, ,
a value is taken at the corresponding location in the simula-
tion domain. These spatially and temporally distributed sample
values build up a random field at a spatial resolution equal to
or coarser than the true random field. The time between sample
points, , is dependent upon the speed of the AUV, the length
of the survey trajectory, and the granularity of the spatial grid.
Thus, the effects of temporal blurring and spatial aliasing will be
present in the sampled field. Spatial interpolation is performed
with a bi-cubic spline method to place the reconstructed field on
the same spatial grid as the true field.
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C. Survey Simulation Errors

The prime motivation for implementing the simulation
process is to facilitate the verification of the combined survey
error metric developed in Section III. We now explore the
correspondence between this theoretical error metric and the
errors from time-varying and spatially-aliased simulated AUV
surveys. In each experiment the simulated survey errors are
defined to be the normalized mean square of the difference
between the field reconstructed from the simulated survey
samples and thetrue field. This mean square error is normalized
by the energy contained in the reconstructed and true fields.
Thus, we have

(38)

where is the true field, is the reconstructed
field, ranges over all sample locations in the true field, and

is the sampling instance in the middle of the simulated AUV
survey ( may be set to zero without loss of generality).

Fig. 5 shows the overall survey performance from these sim-
ulated surveys (recall that the survey performance is simply one
minus the combined survey error). We have varied both the spa-
tial resolution, , and the total survey time, , of the simulated
AUV surveys in such a way so as to cut a diagonal across the

space. The mean of the overall survey performances from
an ensemble of sixteen surveys is shown as an open circle for
each combination of ( ). The variance of the overall perfor-
mance metric and hence of the combined survey error metric is
indicated by standard deviation bars. The good agreement
between the simulation and theoretical (solid line) performances
validates the combined survey error metric of Section III.

VI. A PPLICATIONS

There are numerous internal and external parameters which
effect the performance of an AUV survey of an oceanographic
process. Internal variables which influence AUV survey perfor-
mance are factors such as the capacity of the vehicle’s battery,
the efficiency of its propulsion system, the vehicle’s hotel load,
and its maximum speed. The three external parameters which
have the greatest impact upon the overall survey performance
are: 1) the ratio of the survey spatial resolution to the charac-
teristic length scale (correlation distance) of the process of in-
terest, ; 2) the ratio of the total survey time to the time
constant (correlation time) of the process, ; and 3) the
size of the survey domain,. The complex interconnections of
these internal and external parameters compound the difficul-
ties of designing field experiments which make extensive use of
AUVs. The survey analysis plot of Section IV was developed as
an aid in sorting out these interconnections. In this section, we
will demonstrate the application of survey analysis plots to this
task. The example random process of Section IV provides the
necessary context for these analyses.

Fig. 5. Overall survey performance from simulated surveys (open circles)
compared to the theoretical performance metric (solid line). One standard
deviation error bars are shown.

A. Survey Design

In this section we explore the effects of the three external pa-
rameters on the overall survey performance through the appli-
cation of the survey analysis plot. We have previously shown
how survey analysis plots can be used to select the pair
which gives the minimum survey error for our example process.
We now revisit this idea. In Figs. 6(a), 4, and 6(b), we show
analysis plots for our example process with domains of varying
size, km , (2 km) , and (1 km), respectively. In each
of these plots, minimum survey errors (Table II) lie in the re-
gion along the lower left corner of the survey envelope. This
is a consequence of the fact that one must sample densely and
quickly to achieve small errors. The fact that errors lie along
the boundaries of the survey envelope indicates either that all of
the vehicle’s energy has been consumed (curvelinear portions of
the boundary) or that the vehicle has reached its maximum speed
constraint (linear portions of the boundary) in attaining this min-
imum error. Note also that the minimum error is strongly tied to
the area of the survey domain; smaller errors will be achieved
in smaller survey domains. As shown in Table II, the size of the
survey domain is the first parameter which one should choose
when designing an AUV field program since this choice has the
greatest impact on the overall survey performance.

Having made the choice of survey domain size, one should
then determine the number of surveys be made. If the genera-
tion of a high-resolution “snap-shot” of the process of interest is
the overriding objective of the experiment, then a single survey
which achieves a small error is desired. However, if coarser sur-
veys can be tolerated, then perhaps multiple surveys are in order.

These survey analysis plots indicate that a continuum of sur-
veys are possible for any given value of (except in the
case ). For instance, the surveys along the curve

tradeoff spatial resolution against total survey time
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Fig. 6. Survey analysis plots for surveys domains of varying area. The size of the survey domain isA = (3 km) in (a) andA = (1 km) in (b). Compare with
Fig. 4 whereA = (2 km) . These figures demonstrate the effect of changing the overall size of the survey domain on combined survey errors. Minimum survey
errors for each plot are given in Table II.

TABLE II
COMBINED SURVEY ERRORS FORSURVEYS WITH DOMAINS OF VARYING SIZE

to maintain a constant value for the combined survey error. Con-
sidering only the two surveys lying at the intersection of the
curve with the boundaries of the survey envelope,
we see that one of these surveys will be as fast as possible but
will have poor spatial resolution. The other survey will have
fine spatial resolution but will take a long time to complete.
The slow but densely sampled survey is constrained by the size
of the vehicle’s battery while it is the AUV’s maximum speed
which limits the fast but coarsely sampled survey. In fact, after
reviewing Fig. 2, we see that the fast but coarse survey consumes
only about half of the available energy, leaving open the possi-
bility of a second survey. Again, the researcher must make a
choice regarding the utility of differing survey strategies using
the insight gained from the application of the survey analysis
plots.

B. Vehicle Design

We now employ the survey analysis plots to gain insight into
the effects of the previously mentioned internal parameters on
the overall performance of an AUV survey. In Fig. 7, survey
analysis plots are shown for surveys of the example process
by modified Odyssey IIb vehicles. All of these surveys were
conducted over a domain of area km . These plots
illustrate the effects of modifying various vehicle parameters
on overall survey performance. The minimum survey errors for
these surveys are given in Table III. See Fig. 4 to compare these
plots with that for an unmodified Odyssey IIb vehicle. We dis-
cuss the effects of modifying the vehicle parameters below:

1) Reduced Hotel Load:In Fig. 7(a), the vehicle’s hotel
load, , is reduced to 1/2 of its Odyssey IIb value. Comparing
with Fig. 4, we see that decreasing the hotel load changes
the shape of the survey envelope by pushing the envelope’s
energy boundary toward the upper left corner of the plot,
allowing longer duration surveys. However, this does not result
in a reduction in the minimum survey error over that of the
unmodified Odyssey IIb survey since, in this example, the min-
imum error is determined by the vehicle speed constraint. The
minimum survey error is the same as that for the unmodified
AUV, .

2) Increased Propulsion Efficiency:In Fig. 7(b), the ve-
hicle’s propulsion inefficiency, , is reduced to 1/2 of its
previous value, resulting in an overall increase in propulsion
efficiency. This pushes the energy boundary of the survey
envelope toward the left side, allowing more densely sampled
surveys. Since the minimal survey error is constrained by the
maximum vehicle speed, the minimum survey error does not
change. However, these surveys do consume less energy. This
can be beneficial if the field program requires multiple survey
missions to be completed by the vehicle.

3) Increased Maximum Velocity:Next, the AUV’s max-
imum speed is increased by a factor of two. As shown in
Fig. 7(c), this pushes the maximum speed constraint directly
toward the lower left corner, allowing both faster and more
densely sampled surveys. Recalling that energy consumption
goes as the cube of the vehicle speed [Equation (3)], it is not
surprising that the energy boundary portion of the survey en-
velop now constrains the minimum survey error. The minimum
error is reduced by approximately 14 percent, .

4) Multiple Vehicle Surveys:Because it is quite difficult
in general to increase an AUV’s maximum speed without
increasing its size or moving to a different energy source (such
as combustion engines or fuel cells), we examine the use of
multiple vehicles in Fig. 7(d). Two unmodified Odyssey IIb
vehicles are employed in these surveys. Since two vehicles
can cover twice the distance in unit time as can one vehicle,
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Fig. 7. Survey analysis plots for modified vehicle parameters in a survey domain of areaA = (2 km) . (a) The vehicle’s hotel load,H , is reduced to 1/2 of the
standard Odyssey IIb value. (b) The vehicle’s propulsion inefficiency,(1� �), is reduced to 1/2 of its previous value. (c) The maximum vehicle speed is doubled.
(d) Two standard Odyssey IIb vehicles are employed in this survey. Compare with the analysis plot for an unmodified Odyssey IIb, Fig. 4. Minimum surveyerrors
are given in Table III

TABLE III
COMBINED SURVEY ERRORS FORAUVS WITH MODIFIED VEHICLE

PARAMETERS

the survey speed is effectively doubled. Also, the two AUVs
have twice the battery capacity of a single AUV and the energy
portion of the survey envelope is expands toward the left side
of the plot. Unlike the case of the fast vehicle above, the energy
boundary is not adversely impacted by the effective increase
in survey speed. The maximum speed constraint is again the
limiting factor or survey performance. The minimum survey
error is significantly reduced: .

Using analysis plots, one is able to objectively compare the
various AUV platforms to determine which platform is best
suited to a specific scientific program or field experiment. The

analysis plots can also be employed by the vehicle designers to
guide them in making crucial tradeoffs during the initial phases
of a new vehicle design. For existing vehicles, the above analysis
indicates that certain design modifications would not be benefi-
cial to the overall survey performance. For instance, our analysis
for the Odyssey IIb AUV indicates that, if reducing the com-
bined survey error is the overriding goal, then it is more bene-
ficial to design and build several low-cost AUVs than to focus
on reducing hotel load, wetted surface area, or propulsion inef-
ficiency.

In this section, we have demonstrated the use of the survey
analysis tool in guiding the survey and vehicle design processes.
In the following section we will apply the survey analysis tool
to the design of an AUV survey of an oceanographic process of
current interest.

VII. A PPLICATION TOOPEN-OCEAN DEEPCONVECTION

Open-ocean deep convection plays a key role in ocean cir-
culation by mixing surface water with deeper water, thus re-
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Fig. 8. Open-ocean deep convection statistics. (a) The temporal sample autocorrelation function is calculated from observations of an open-ocean deep convection
model [22]. The temporal sample autocorrelation decays to zero after approximately 12 h and thee decorrelation time is 175 min. (b) A wavenumber spectral
density estimate is also calculated from observations of the convection model. Here, a slice through the isotropic spectrum is shown. The characteristic wavelength
corresponding to the broad spectral peak is 1000 m. This distance is the characteristic separation between convective plumes. The high wavenumber portion of the
spectrum (dashed line) was chosen to be consistent with the spectrum at adjacent wavenumbers.

newing the intermediate and deep waters of the world’s oceans.
It is most likely to occur during prolonged winter storms when
the surface heat flux (cooling by low air temperature and gales)
is largest. Labrador Sea is one of only a few deep convection
locations in the world, along with the Greenland Sea and sev-
eral locations around Antarctica. Owing to its importance, the
Labrador Sea has been intensively studied in the last few years
[23].

Open-ocean deep convection has been simulated by John
Marshall and his group at the Department of Earth, Atmo-
spheric, and Planetary Sciences, Massachusetts Institute of
Technology, using a nonhydrostatic numerical model [22].
Data from this model was used to estimate the temporal auto-
correlation function and wavenumber spectral density of the
process. An estimate of the model’s temporal autocorrelation
function for vertical water velocity is shown in Fig. 8(a).
The autocorrelation function has a maximum time lag of 12
h with granularity of 30 s and was calculated as an average
of time-series observations at 192 fixed locations throughout
the model domain. The decorrelation time is 175 min and the
autocorrelation function decays to zero after approximately
12 h. To calculate the horizontal wavenumber spectral den-
sity of the vertical velocity field, the model was allowed to
evolve for 14 h, at which time the convection has become
well established. We sampled a horizontal plane at a depth of
500 m every 30 min for the final 4 h of the simulation. From
each of these observations, individual horizontal wavenumber
spectral estimates were calculated and then averaged and
smoothed to produce the spectral estimate. A slice through
the resulting isotropic spectrum is shown in Fig. 8(b). The
spectral peak corresponds to a wavelength of 1000 m, this
being the characteristic separation between convective plumes.
The spatial structure of the convection process is dominated by

long-wavelength motions which are well resolved by the 50-m
grid spacing of the numerical model. These space and time
scales are typical of the real process.

Let us now assume, for the sake of an example, that we wish
to grid survey over a fixed, square area, km , using an
Odyssey IIb AUV. By numerical integration of (16), (19), and
(20), we combine the spatial and temporal survey errors and cal-
culate the combined survey error, shown as a function of survey
time and grid spacing in Fig. 9(a). As expected, Fig. 9(a) in-
dicates that minimum error surveys are accomplished rapidly,
and with fine spatial resolution. Given the relatively short mis-
sion times required by the temporal autocorrelation (slightly less
than three hours) and a maximum speed constraint on the ve-
hicle of 2.5 m/s, missions are not constrained by battery ca-
pacity. Consequently, the important survey constraint for this
example is maximum vehicle speed. For the open-ocean deep
convection example with a survey area of one square kilometer,
the minimum survey error is , Fig. 9(b). De-
creasing the area covered by the survey or increasing the number
of AUVs used in the survey allows the survey error to be reduced
significantly. In Fig. 9(c), we have reduced the total survey re-
gion to km . This has the effect of changing the error
surface underlying the survey envelope, resulting in a minimum
survey error of . Alternatively, if we use three
AUVs to survey the original survey area, km , we can
again lower the combined survey error, Fig. 9(d). In this case,
the minimum survey error is .

From the survey analyses of Fig. 9, we can better appreciate
the tradeoffs necessary in surveying open-ocean deep convec-
tion using an AUV. For example, since the characteristic dis-
tance between convective plumes is approximately 1000 m, the
minimum error survey of Fig. 9(c) would give acceptable per-
formance if the scientific objective were to make an accurate es-
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Fig. 9. Survey analyses for open-ocean deep convection. (a) Combined survey error as a function of(�; �). (b) Survey analysis plot for a survey of a square
domain of areaA = (1 km) . (c) Survey analysis plot for a of areaA = (1=2 km) . The survey envelope translates downward, giving access to surveys with
lower total error. (d) Survey analysis plot for three Odyssey IIb AUVs surveying a domain of areaA = (1 km) . Minimum survey errors for these surveys are
given in Table IV.

TABLE IV
MINIMUM SURVEY ERRORS FORSURVEYS OFOPEN-OCEAN DEEPCONVECTION

timate of the vertical heat within the interior of a single plume.
Alternatively, if the mission goal is gather information about the
distribution or formation of the convective plumes, then the min-
imum error surveys of Fig. 9(b) and (d) or ones over even larger
survey domains would be more appropriate.

VIII. C ONCLUSION

In this work, we have explored the problem of reconstructing
spatially distributed, time evolving process fields with samples

from AUV surveys. We have developed survey performance
metrics which quantify vehicle energy consumption and both
spatial and temporal survey errors and have validated these met-
rics within a simulation environment. We have also used these
performance metrics to gain insight into the design of AUV sur-
veys of oceanographic processes and to identify useful ways
to customize the design of an AUV in light of particular sci-
entific objectives. The contributions of this paper to the gen-
eral problem of surveying with AUVs place the survey design
problem firmly within a quantitative framework. However, mod-
ifications of and improvements upon this work are certainly pos-
sible and will be needed as the use of AUVs in oceanographic
and other settings grows and matures. Our contributions are re-
viewed below.

1) Performance Metrics:In Section II, we reviewed the en-
ergy economics of surveying with AUVs and created the survey
“envelope” which quantifies AUV energy consumption for a
given survey domain in terms of the survey’s spatial resolution,
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, and the total survey time, . We also explored the errors in-
herent in reconstructing a spatial field from temporally blurred
survey samples, Section III. Two error metrics were developed,
one of which measures the error due to spatial undersampling
of the phenomenon of interest. The second metric estimates the
errors due to the temporal evolution of the process field over the
course of the survey. These error metrics were combined into
a single total survey error metric. In developing these metrics,
we made several simplifying assumptions in order to make the
problem tractable or to simplify the presentation. These assump-
tions were the following.

1) The process of interest is temporally stationary and
spatially homogeneous, but not necessarily spatially
isotropic.

2) The frequency and wavenumber spectra (or, equivalently,
the spatial and temporal autocorrelation functions) of the
process of interest were assumed to be known.

3) Errors due to AUV positional uncertainties are negligible,
i.e., uncertainties in the position of the AUV are much
smaller than the spatial resolution scale of the survey. This
is reasonable given an external navigational aid such as
an acoustical long-baseline system, which can give posi-
tional uncertainties as low as 1–10 m [24].

4) The process of interest was assumed to be the only
oceanographic phenomenon at play in the survey region.
This assumption excludes, for example, ocean currents
and tides.

5) Errors due to the finite extent of the AUV surveys (i.e.,
truncation errors) were also assumed to be negligible.
While this may be a reasonable assumption for densely
gridded surveys, it will be an increasingly poor assump-
tion for low-resolution surveys as the number of track-
lines across a survey domain decreases.

6) The efficiency of the AUV’s propulsion system was as-
sumed to be constant over a wide range of vehicle speeds.

7) We have also assumed that the AUVs sample the process
of interest in a square grid pattern. This was done so that
the survey envelope and survey error metrics could be vi-
sualized on 2-D plots for the sake of clarity of exposition
and does not reflect a limitation of the spatial survey error
metric.

Problems that meet the above assumptions can be addressed
within the framework of error metrics developed in Section III.

2) Survey Analysis Plots:The survey envelope of Section II
was combined with the combined survey error metric of Sec-
tion III to create a graphical survey analysis tool, Section IV.
These plots elucidate the tradeoffs between survey resolution,
total survey time, and the size of the survey domain. The min-
imum error survey for an example problem was identified.

3) Simulation and Validation:In Section V, we imple-
mented a simple space-time random field simulation based on
the method of sampling from the spectrum. This technique is
powerful in that it does not require unnecessary computation
and is flexible in terms of the size and shape of the survey
domain as well as its ability to compute field values along
arbitrary space–time survey trajectories. We employed these
simulated surveys in the verification of the survey error metric

of Equation (20) and found good agreement between the errors
from the simulated surveys and the theoretical errors.

4) Survey Analyses:Survey analysis plots were applied to
the analysis of AUV surveys of random fields in Section VI.
These analyses gave insight into the process of survey sam-
pling with AUVs. Several tradeoffs of spatial resolution versus
total survey time were discovered and their implications for
AUV survey design were discussed. We demonstrated the op-
timization of a uniform grid survey over a square domain of a
simple random process field. The values for the spatial reso-
lution, , and total survey time, , indicated by this analysis
were shown to be optimal in the sense that they minimized the
expected survey error while constraining the survey to lie within
the survey envelope.

Finally, we employed the survey performance metrics in an
analysis of several vehicle design parameters and considered
the use of several AUVs to conduct a single survey. Not
surprisingly, we found that methods which allow an AUV to
move more quickly through the water give the most dramatic
decreases in total survey error.Using multiple vehicles was
found to be the most beneficial and straightforward methods of
improving overall survey performance.
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