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Abstract—The focus of this paper is the development of The present generation of oceanographic field programs
tools to facilitate the effective use of AUVs to survey small-scale gre fundamentally limited by too few measurements, taken
oceanographic processes. A fundamental difficulty in making too slowly, at too great a cost. One approach to provide more

oceanographic surveys with autonomous underwater vehicles ical to th is t 0 t
(AUVs) is the coupling of space and time through the AUV survey economical access to the ocean Is to use many small, low-Cos

trajectory. Combined with the finite velocity and battery life of ~autonomous underwater vehicles (AUVs) [3]-[5], Fig. 1, to

an AUV, this imposes serious constraints on the extent of the accomplish surveys of dynamic oceanographic phenomena [6].
survey domain and on the spatial and temporal survey resolutions. \With such devices, near-synoptic surveys become economically
In this paper, we develop a quantitative survey error metric - faaqinle and are well suited to the study of some oceanographic

which accounts for errors due to both spatial undersampling and h H the advent of h biliti i
temporal evolution of the sample field. The accuracy of the survey phenomena. Rowever, the advent of such capabiiiies creates a

error metric is established through surveys of a simulated oceano- demand for quantitative tools for optimizing their use.

graphic process. Using the physical constraints of the platform,  The current state of practice in AUV-based surveying is pri-

we also develop the “survey envelope” which delineates a region marily oriented toward track-line surveys of static phenomena
of survey parameter space within which an AUV can sucessfully such as sea floor bathymetry [7], magnetism [8], and sonar [9] or

complete a mission. By combining the survey error metric with ideo i S | auth h tributed t Il but
the survey envelope, we create a graphical survey analysis tool VIU€0 IMagery. several authors have contributed to a smail bu

which can be used to gain insight into the AUV survey design growing literature in AUV-based adaptive surveying [10]-{12].
problem. We demonstrate the application of the survey analysis However, these authors have ignored the intramission temporal

tool with an examination of the impact of certain survey design evolution of the processes of interest to make their problems
and parameters on surveys of a simple oceanographic process.  tractaple. Environment-dependent [13] and data-adaptive [14]
Index Terms—Autonomous underwater vehicle, AUV, survey de- navigation algorithms to insure complete sonar swath coverage
sign, survey error. of predefined survey areas have also been developed for poten-
tial use on AUVs. While the later of these two algorithms can
I. INTRODUCTION react to time-varying changes in the environment, both algo-

) . ) rithms assume that the underlying process of interest (i.e., sea
( :APAE"L!T'ES for synoptic observation of dynamic pro-fioor topography or imagery) does not change over the duration
cesses in the ocean are needed. To obtain synoptic dgtgnhe survey.
from in situ observations, a survey system_mt_@t be capable O_fTo adequately sample dynamic ocean phenomena, we need
mapping an ocean structure faster than significant changesdiind ways of allocating our scarce observational resources so
this structure occur. Unfortunately, the wide range of scales & to maximize the information content of the collected data.
both temporal'and spathl variability fouqd in these processggcause AUVs are a relatively new technology, it is also not
makes surveying dynamic phenomena in the world’s oceagst well understood how to best utilize them in oceanographic
problematic [1]. For many traditional methods of oceanographigperimentation. This work addresses the issues inherent in
sampling, the requirement of synopticity must be relaxed duedgyyeying oceanographic phenomena with AUVs and develops
physical, economic, and/or operational limitations of the safjyantitative metrics for measuring the effectiveness of these
pling platforms [2]. surveys.
The effectiveness of a survey can be addressed quantita-
tively only within the framework of a given oceanographic
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Fig. 1. A schematic of the MIT AUV Laboratory’s Odyssey Ilb AUV. To date, these 6000-m rated vehicles have completed over 400 deep-ocean and littoral
missions. The two glass spheres are the pressure housings for electronics and batteries. The interior of the AUV, where most of the sensoeg ibsaids
Equipment not shown includes side-scan sonars, acoustic tomographic sources, DVL, OBS, video cameras, GPS receiver, LBL transponder, anduatiéo and
modems.

tradeoff between errors introduced by temporal evolution oration of the impact of certain survey design and AUV param-
spatial undersampling of the survey field. eters on surveys of a simple oceanographic process. We employ
An important figure of merit for an oceanographic survethe survey analysis plots to optimize a survey of open-ocean
system is the energy required to accomplish a survey [16]. Irdaep convection in Section VII. Finally, Section VIII reviews
practical sense, energy is minimized by reducing the distanctha analysis of the preceding sections, discussing the assump-
vehicle must travel and optimizing its speed for efficiency. Fdions made and the utility of our contributions.
vehicles which are serviced between missions, perhaps on an
oceanographic vessel, there is little incentive to use less than [I. ENERGY ANALYSIS
the vehicle’s total useful energy capacity in any given missioR.
However, choices about the consumption of energy are more
complex in long-deployment scenarios, such as the autonomouén AUV’s energy consumption for a given survey mission is
ocean sampling network (AOSN) [17] paradigm, where the bulRughly determined by three parameters: the area over which the
of the system’s energy may be stored at network nodes ratfEfvey is made4, the resolution of the survey, and the total
than in the vehicles themselves. In this case, the tradeoff is §ig2€ that it takes to complete the survey,Let us consider for
tween many low-resolution surveys or a few surveys at a higH8 moment a simple grid survey over a fixed square area. The

Energy Consumption

resolution. total linear distancel,, traversed in the survey is approximated
In fact, there are a number of critical tradeoffs which can B

made in the design of a grid survey, or in the design of an AUV A A

for a specific oceanographic mission. To aid in making these L~ a 22 = o\ (1)

decisions, certain questions must be answered: What is the best
compromise between survey time and resolution? How lar ere2)\ is the distance between tracklines (or points) in a uni-
an area can be mapped with confidence? How does the surlfdjn grid survey. The relationship above is clearly only an ap-
improve if multiple vehicles are employed? How can currefroximation since the shape and size of the survey relative to
AUVs be improved to enhance their survey performance? Thd§ Survey resolution must be taken into account. For a rectan-
questions are the focus of this paper. gular area with both sides significantly larger thathe approx-

The format of our paper is as follows. In Section II, we revie@hation is good. The vehicle speed required to complete such a
the energy economics of surveying with AUVs and generateSHVeY 1S
graphical “survey envelope” which is dependent uporstirgey I A
sampling resolutiop), and thetotal survey timer. Next, we an- V=—=o (2)
alyze the errors inherent in these surveys as functionsofd~ ] )
and combine these errors to form an overall survey performarf¢gerer is the time taken to complete a survey. The total energy
metric in Section I11. A simple example oceanographic proce§§nsumption [16] for a survey is
is employed in Section IV in the development of a graphical pCySV3
survey analysis tool which facilitates quantitative comparisons Eior = [T
of differing surveys. Simulations based on the example oceano- K
graphic process are used to establish the validity of the comherep is the density of water; is the drag coefficient for
bined survey error metric in Section V. In Section VI, we demornhe vehicle,S is the vehicle’s wetted surface areg,s the
strate the use of our graphical survey analysis plots in an exgmepulsion efficiency, and{ is the vehicle hotel load. Values

+ H} T 3)
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TABLE | &
PHYSICAL PARAMETERS FOR THEODYSSEY IIB VEHICLE 10.0
Symbol | Value Description @‘65.5
H 40 W Hotel Load o)
7 0.35 Propulsion Efficiency £ .
Cy 0.006 Drag Coeflicient oy
S 3m Wetted Surface Area =
p 1000 kg/m | Density of Water gid;s

s

for these parameters for the standard Odyssey llb AUV are
given in Table I.

The first term in the right hand side of Equation (3) is as-
sociated with the propulsion of the vehicle through the water;
the second term is the hotel load, i.e., power consumed by elec-
tronics, sensor systems, etc. From Equation (3) we seétbat 1
decreases with decreasifgand/orr. SinceV andr cannot
simultaneously decrease without changing the resolution of tlple . .

L g. 2. Total survey energy consumption and survey envelope as a function
survey, we must tradeoff these two mission parameters to Myizurvey spatial resolution, and total survey timer, for a grid survey of a
imize Ei.;. If we divide the total energy consumed by the totadquare survey domain with = (2 km)?. Curved lines are energy boundaries
survey distance we have an equation for the energy Consurﬁlﬁd_labeled) and straight lines are vehicle speed constrdipts & 0.25 m/s

. . Vimax = 2.5 m/s). The optimal survey speet(,: = 0.92 m/s) is shown
tion per unit distance, as a dotted line.

Survey Time:

@
d

A = (2km)?

15 R 25 ‘3 35
Grid Spacing: logyg(A) [logyg(m)]

Etot pOdSVQ H

I - T + v (4) energy consumption of a given survey. As spatial resolution de-

creases (corresponding to finer grid spacing) the total survey

Taking the derivative of (4) with respect to velocity, and set- energy increases while total energy consumption increases with
ting this equal to zero gives us the optimal vehicle speed  decreasing survey time (faster vehicle speed). Typical AUV sur-
1/3 veys will be designed to fall into the lower region of the energy

Vipe = < Hn ) ) (5) consumption curves. We also see that the total survey energy

pCaS is greatest for surveys which are densely sampled and/or com-

This velocity is optimal in the sense that it minimizes energ?)evt\?d qwckl)l/. der the eff f phvsical L
consumption per unit distance traveled. This relationship indi- € must also consider the efiects of physical constraints im-

cates that at its optimal speed of 0.92 m/s, the Odyssey lIb C|g&sed by the AUV on the surveying process. There are three

of AUVs will achieve an energy performance of 65.27 J/m copuch constraints. For the sake of this example, we have assumed
' j t our AUV has a 5 kW-hr battery. Thus, the total survey en-

responding to a maximum survey path length of approximat

275 km based on a 5-kW-h(1:8 107 J) battery pack. Actual ergy consumption can _be ho more tha_m this ¢« .107 J). Also,
range is less (100 km or more) since these vehicles do not t /drodynamic constraints on the vehicle require that it operate
cally operate at their optimal speed t speeds equal to or greater than 0.25 m/s to maintain control

By substituting (5) into (3), we find that the minimum totar’:\uthority. Futhermore, the vehicle has a maximum speed of 2.5

energy consumption required to complete a grid survey at spa f_' Wh?_n _ttaken _togethir, these ener%_ andh_spr:a(_atd_ constraints
resolutionA in time 7 is efine a finite region of \, 7) space within which it is pos-

sible for the vehicle to survey. This region, which we refer to as

B = SLH 3 . (6) the “survey envelope,” is shown in Fig. 2 as the unshaded re-

2Vopt 2 gion. The straight edges of the survey envelope correspond to

This is a lower bound on the total energy consumed in a tinﬁiée AUV spee_d constraints_ a_nd the curved edge near th? top of
) the envelope is due to the finite energy stored in the AUV's bat-

constrained survey. teries

Note that the calculation of total survey energy as a function
, i of (A, 7), as shown in Fig. 2, assumes a two-dimensional (2-D)
In Fig. 2, we compute survey energy con.sum.ptlon for lrvey domain and a uniform grid survey. For a grid survey with
Odyssey lIb survey of a square survey domain with ate& 5 «q yo” pattern superimposed in the vertical plane, the total

5 h .
(2 km)". The contours show energy consumption as a functiQfiyey distance, and hence, the total survey energy, will increase
of (A, 7) over a range which covers current rechargable batte&// a factor

technologies. The dotted line partitions the energy consump-

tion curve into two regions. In the upper region, the total en- f=cos(a)® 7)

ergy consumption is roughly independent of the spatial resolu-

tion at which the survey is conducted; these surveys are covherec is the pitch angle associated with the vehicle’s “yo-yo”
strained by the vehicle hotel load. In the lower portion of theertical excursions. As the pitch angle increases, propulsion en-
plot, both spatial resolution and total survey time influence trexgy will increase rapidly. There will be some maximum pitch

B. Survey Envelope
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angle above which the AUV cannot function efficiently due tattempt to determine the expected values for the survey errors
stability and/or velocity limitations. Note also that a survey transtead of absolute survey errors. Accordingly, we have chosen
jectory such as this inextricably couples the horizontal and véo- define our spatial survey error metric to be

tical spatial resolutions of the survey. If we wish to sample very

_densely_ in a horizontal plane, we v_viII be Iimit_ed by the max- E{/ (%) — y(x)|? dx}
imum pitch angle to very small vertical excursions. For the re- ex = D (10)
mainder of this paper, we will consider horizontal survey trajec- .
e oy s pap yra) £{ [ 1i60r + oo ix
) D
lll. ERRORANALYSIS which is the expected total energy contained in the error field

. _ ) normalized by the expected total energy contained in the con-
To assess the degree of synopticity with which an AUV cagjjyent fields so that the spatial survey error will satigf<
measure a generic oceanographic process, an understanding |

of the survey errors inherent in the sampling strategy mustyye now transform (10) into the Fourier domain by applica-
be gained. We hr_:\ve |d_ent|f|ed two major contributions to tn_?on of the multidimensional version Barseval’'s Theoretfi8]
survey error, the first being dependent upon the survey’s spaij@lich states that the total energy contained in a signal is pro-

resolution and second on the duration of the survey. In terms@ftional to the integral of the squared magnitude of its Fourier
spatial resolution, the survey error is dominated by the 10Ss 0 nsform. Thus. we have

detail in the reconstruction of the survey field due the inevitable
undersampling of the phenomgnon. The dependence of. the E{/ 7(k) —Y(k)|2dk}

survey error upon total survey time arises from the evolution e

of the ocean process over the course of the survey. If we have A = SR B : (11)
a reasonable understanding of the physics of the process under E{/ 1Y (k)|* dk +/ 1Y (k)|? dk}
study (either from a model or experimental data), we will be = =

able to generate analytic error surfaces in terms ahdr for  The value of Y (k)—Y (k)| is simply the transform of an aliased
any given survey strategy. version of the process field plus some measurement noise and is
For the following discussion, and throughout the remaindggsy to compute provided that we know the Fourier transform of
of this paper, our goal will be to accurately reconstruct a “snage process field (e.g., from a model of the process of interest).
shot” of a spatially distributed, time-evolving, scalar parameter The Fourier transforms of the reconstructed ﬁ§1¢k) will
process. Thatis, we want to reconstruct a spatial field which regps corrupted by spatial aliasing as well as noisy measurements.
resents, as accurately as possible, the true field at some instafiee effect of aliasing is to fold over spectral energy from
during the survey. The estimated field will exhibit errors dugavenumbers higher than the Nyquist wavenuniber k, /2
to spatial undersampling and temporal evolution of the undggsyiting in increased spectral energy in the recovered field
lying phenomenon. For the sake of clarity of analysis, we Withr \avenumbers less that the Nyquist wavenumber, i.e.,
assume that any AUV navigational errors are negligible. This < x_/2. The effect of the measurement noise is to increase
assumption is reasonable since navigation errors are typicgfy energy in the reconstructed field uniformly across the
much smaller than the correlation scales of the ocean procesg,glenumber spectrum. The energy in the error field comes
interest. from these two contributions. Thus, we can show [19] that the
numerator of (11) is given by

A. Spatial Survey Error

. Let us begin by considering a spatially distributed process E{/ |5A/(k) — Y (k)2 dk}
field, y(x), that does not evolve in time. Assume that we have Q4T
surveyed this field, producing the samples,

:2/ |Y(k)|2dk+/ |W (k)| dk (12)

9(xi) = y(xi) + wix;) (8) 0 T

wherex; is the location of théth sample andu(xi) is a zero WhereW(k) is the Fourier transform OfJ(X) and we have used
mean, white measurement noise with variamgeand is uncor- the fact thaty(x) andw(x) are uncorrelated to separate their
related withy(x; ). From the noisy samplégx;) we reconstruct Fourier transforms. The regions of integration are
a continuous field which, for simplicity of notation, we also refer
to asj(x). This reconstructed field will be bandlimited by the T ={k[k € [-|ki|/2, [k;|/2]} (13)
multidimensional equivalent of the Nyquist frequency associ- . = . .
ated with the survey spatial resolution. We define the error fief§f"ich is the support of the sampling process, and
in terms of the real field and the survey reconstructed field as Q= {k|k € [o0, —|k,|/2) U(|k,|/2, o]} (14)

e(x) =y(x)—i(x), x€D @ . : o .
which is the region of wavenumber space which lies outside
whereD is the spatial domain of the survey. the support of the sampling function. Note tiiatand T are
We can define any number of error metrics in terms of thexclusive sets that partition the wholedimensionalkk-space,
error field. Because the true fielg(x) is unknown, we should i.e., QN T = PandQU T = R".
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Thus, (11) becomes value (at timet,) and survey sample value (at timg+ ¢') at
the spatial locatior;. This is given by

2 oo+ [ Wl a i = E {nlto) — inlts + )%}

EN =
2 / [Y'(k)[2 dk + / [W(k)|? dk =E{y(to) + 07 (to +1') — 2ui(to)iilto + )}
e * — 02+ (02 +02) — 2cov(yi(to), yilto + 1))  (17)

2 k) dk k) dk
_ /QP( )k + /TW( ) (15) Whereo—j is the temporal variance of the process field atjds
o the variance of a zero-mean, white noise temporal measurement
2 Q+TP(k) dk + /TW(k) dk error which is uncorrelated with the process field. We use the

uncorrelatedness of the field and the noise to reduce the last
whereP(k) is the energy density spectrum of the procgss), term in the above equation to a covariance function involving
andW(k) = o2 is the energy density spectrum for the noisenly the process field.
process. We see that as the SNR of the sampling process dé=rom (17) we see that in the absence of measurement noise,
creases, the noise terms in the numerator and denominatoe,0f. — 0 ast’ — 0, since the process has no time to evolve
(15) dominate, causing, — 1 asSNR — 0, regardless of before the sample is taken. Howevertas— oo, (17) goes to
the spatial resolution at which the field is sampled. Also, in tfmrg. We define our normalized point-wise expected er#gr,
absence of measurement noise, undersampling of the true fietd
will causee, — 1 as the bandwidth of the underlying process

increases well beyond the range of the survey spatial resolution, 205 — 2cov(yi(to), Vit +1')) +op,
ie., k| < |Kel. = 202
Since measurement noise on the typical AUV is quite small o2
in comparison to the signal variance, we will neglect these terms =1-R(t')+ 502 (18)
Yy

for the remainder of this analysis. Accordingly, we redefine the

spatial survey error metric to be where we have used the fact that the covariance divided by the

variance is defined to be the autocorrelation funct®(t,). The

/ P(k) dk lasttermis a constant which depends on the variance of the mea-
PN A Y E— (16) surement noise only. The assumption tlng:lt>> a2 is typically
P(k) dk justifiable and, since the ultimate goal is to gain insight into the
Q+T effects ofA, andr, on the error metrics, we will ignore this last

Thi . b hich b q telrm in the remainder of the analysis.
Is metric Is a number which ranges between zero and one. guation (18) computes an expected error for each individual

specifies the fra_ction O.f the total energy pre_sent in the field th?‘!\mple in the survey. However, we require an error metric which
we have misassigned in the reconstructed field.40% 0, we captures the effect of temporal blurring for all samples in the

have captured all of the energy with the survey and, hence, Galy \we create this error metric by averaging the point-wise
perfectly reconstruct the process field. expected errors over the entire survey domain. In the limit, this
can be done by integrating (18) over the total survey time,
B. Temporal Survey Error and taking the time average. Thus, we use the point-wise error
In the previous section we assumed that the process of intettostiefine the temporal survey error as
was static. We now let the process evolve in time. To accurately

reconstruct the process at some instant, we would have to make 1 [7e/? ! 7s/2 o

an instantaneous survey. This is analogous to taking a snap-shot &= = . /_ p ev(t)dt’ = p /_ /2[1 — R(t")] dt

of the process and is, of course, impossible to achieve in practice ° °

with an AUV. The time evolution of the field will degrade the _q 1 [m/? RO d

; i . R =1-— (t)dt (29)
information which we obtain with our survey. Therefore, we To J s 2

must attempt to determine the degree to which our temporally

“blurred” sample field can accurately represent the true field.where the time origirt,,, is placed at the mid-point of the survey
For the moment, consider the value of the process field tatminimize the overall error.

a single locatiorx;, at timet, which we will denote with the  The temporal survey error metric measures the average corre-

symboly;(t). If the survey begins at time = ¢,, then this lo- lation of the sample field with the true field. As — 0, the au-

cation would be sampled at some later tirhes ¢, + ¢/, due to tocorrelation function will go to one and, henég, — 0. This

the finite speed of the AUV. Note that(#) is not a continuous is as we would expect since we are essentially measuring the

field as wagy(x) in Section IlI-A above. It is rather a collectiondifference between two “snap-shots” of the process which have

of random variables at the finite number of spatial sample loclaeen taken at the same instant. On the other hand, as o,

tions in the survey domain. &£, — 1 since the autocorrelation function goes to zero, indi-
To construct a temporal survey error metric, we begin lgating that the sampled field and the fieldtat ¢, are com-

taking the expectation of the squared error between the true fipldtely uncorrelated.
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C. Combined Survey Error Metric If we further specify that our example field satisfies the

In the previous two sections, we developed spatial aRipne-wave dispersion refation,

temporal survey error metrics. The spatial survey error metric
gives the expected error in reconstructing a spatial field from

an undersampled survey of that field. The temporal surve . .
P y P herec is the wave propagation speed, then we know that the

error metric is an average of pointwise errors derived fro i lati f th tial t of the field will al
the temporal autocorrelation function. We now combine the%‘é' ocorrefation of the spatial component of the field will aiso
ave the exponential form

errors into a single survey error metric,

k| =w/e (24)

— /A — —koll]
gtot =1— (1 _ 8)\) (1 _ 57) R(f) =e =e . (25)
=E+ & - EEn (20) Therefore,the spatio—temporal autocorrelation function of the

. . . ._.._example field is
In Section IlI-A, £, was interpreted as the fraction of spatial in- P

formation about the process which has been lost. Therefore, the R, t) = o~ ko (ll+elt]) (26)
factor (1 — £ ) is the fraction of spatial information about the ’ '
process which has been accurately recovered by the survey. AISince the process field is spatially isotropic, we can express

ternatively, one can think of these quantities as the fraction fﬁfe spectral density in terms of a scalar radial wavenuniber
detail W_hiCh has been IO,St or re'Fai.ned by the sampling procegg, compute the radial wavenumber spectral density function
respectively. The reduction of this information by temporal eVCfZO] by taking the Fourier—Bessel transform of the spatial au-

lution of the field is given by the second term. Therefd&.  (ocorrelation function and multiplying by a factor pfk (as-
measures the uncertainty in our estimate of the process f'glﬁjming a 2-D survey domain). Thus, we have
at timet,. For &, = 0, we have a perfect estimate, while ' '

Eiot = 1 indicates that we have gained no new understanding P, (k) = (27k)P(k)
of the process. Actual surveys will fall between these two ex- -
tremes. _ :2m~<i / R()J, (k) d£>
Recall that bott€, and&.. are computed from expectations. 27 Jo
Implicit in (20) is the assumption that spatial and temporal _ kok 0<Fk< oo @7)
survey errors are uncorrelated. This assumption will not be k2 4 K232 - =

valid for many oceanographic processes. Nevertheless, the
total survey error metric should be indicative of the grosaherek is the radial wavenumbedy(-) is the Bessel function
performance of an AUV survey of these processes and shogfdhe firstkind of order zero, ar#t(k) is the associated (nonra-

continue to be useful in designing surveying strategies. dial) wavenumber spectral density of the isotropic random field.

Itis also often useful to employ an equivalent characterizatié¥nticipating its later use, we also compute the radial spectral
of a survey, the overall survegerformance distribution function for the random field

k
P=1-t (21) Pp(k) = / P (k) drs
0
which also ranges between zero and one and has the obvious k y 21—(3/2)
interpretation. =/€o/0 klky + 7] dr
k2 1/2
V. SURVEY ANALYSIS PLOTS =1- [W} , 0<k< . (28)

To develop the graphical survey analysis plot, we must estab-
lish a framework for the process of interest. Let us assume, faraccordance with the properties on all distribution functions,
the sake of an example, that we wish to survey a slowly evolvin@8) ranges between zero and one:asnges from zero to in-
wave-like phenomenon. Let the process of interest be descrilfigity.
by a frequency spectral density given by We complete the description of the example random field by
specifying that it have zero meam(, = 0) and unit variance
o (22) (03 = 1) and that the spatial and temporal correlation scales are
wg +w? A, = 512mandr, = 51200 s, respectively, with an equivalent
propagation speed ef = 0.01 m/s. With these specifications,
we can now calculate the spatial and temporal survey errors in
Madition to the total energy required to complete a survey of this
6bﬁ‘l(')cess as functions of the survey paramet&rs ;).

2w,

Plw) =

wherew, = 27 /7, is the “cutoff” frequency of this Lorentzian
density. This density function indicates a process which is do
inated by long-wavelength motions and has an expontential
tocorrelation function

R(t) = e 1tV/mo = =wolt] 23) A. Spatial Survey Error

Recall from (16) that the spatial survey error is equivalent to
wherer, is the decorrelation time of the example process. the fraction of the total energy of a spatial field which lies out-
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side the support of the sampling process. We can easily rewrite
(16) in terms of the radial wavenumber spectral density function

5A_/ P dk// Pu L | |
=Pp(o0) — Pp(k ‘Q{)U
=1- Pp(k,) (29) :

where Pp(k) is the wavenumber radial spectral distribution °‘5

function calculated above ank is one-half the sampling
density (i.e., the Nyquist density).

The distribution function is a monotonic function which mea-
sures the fractional amount of the total spectral energy contained
in wavenumbers up to the sampling density, Therefore £, -0 '
is also a monotonically increasing function/gf Inserting (27)
into (29) gives the spatial survey error for this example process ; \

12 1/2 A2 1/2 Grid Spacmg Iog10(7L I Ag)
= ° = 5 < Ay < 00.
=lain| =] o eshs~ @

Survey Time: log,q(t / 1,)

0\

Fig.3. Combined survey error as a functior{8f, 7 ) for a grid survey of the
example process\(, = 512 m andr, = 51200 s) in a survey domain of area,

A = 4 km2. Minimal error is achieved for surveys which are sampled densely
B. Temporal Survey Error and quickly. Conversely;;,. — 1 for coarse and slow surveys, indicating that

We now turn our attention to the temporal survey error [yery little information about the process field has been recovered.
serting (23) in to (19), the temporal survey error for our example

process is If we combine the survey envelope with the combined survey
)2 error by directly superimposing Figs. 2 and 3, we generate a plot,
E = L [1 — e—ltl/n} dt Fig. 4, which indicates the survey errors achievable for all com-

Ts J—r./2 binations of the survey parameter pai;, 7,) achievable by an

_14 % (e*fs/‘”o - 1). (31)

Ts

Odyssey lIb AUV surveying our example process. Plots such as
these are what we have termed the “survey analysis plot.” They
allow us to make objective judgments about the various issues
involving survey design and/or AUV design parameters. For in-

stance, using Fig. 4, we can readily determine the minimum
Finally, we combine the spatial and temporal survey €O ror, &,.4n = 0.162, which can be achieved with the Odyssey
to form the combined survey errdk... Inserting (30) and (31) \;p AUV for this particular survey example. Surveying at any

C. Combined Survey Error

into (20), we obtain combination of(\,, 7,) other than those specified by this min-
27, imum value will result in decreased survey efficiency.
gtot()\sa 7'5) = |:1—|— ( —7s/27, 1):|
Ts
9 Nz 7L/ V. SIMULATION AND VALIDATION
To —Ts/4To . . . .
T [)\2 + )\2} (e /370 — 1) (32) Before moving on to applications of the survey analysis plots,

we now revisit the combined survey error metric to explore its
This quantity is plotted in Fig. 3 as a function of normalize@dccuracy by comparing it to survey errors from surveys of a
sampling densityX;/),) and normalized survey time{/7,).  simple simulated ocean field. The simulations are based on the
Note that the error contour lines are more closely spaced on tBghnique of sampling from the spectrum [21]. This technique
spatial resolution axis than on the total survey time axis. Thisgenerates isotropic spatial random fields by taking a normalized
a consequence of the fact the spatial error accounts for errgisn of several harmonic components at each point in the sim-
in two spatial dimensions whereas the temporal survey erigation. The wavenumbers which define these harmonic com-

accrues errors only in a single dimension. ponents are themselves random variables which are distributed
) in accordance with the radial spectral distribution of the desired
D. Survey Analysis Plots random field. A simple modification of this technique allows

We have used (32) to generate a plot of the combined sunieyo be extended to time-varying processes. Perhaps the most
error as a function of survey spatial resolution and total surveyportant feature of this simulation technique is the ability to
time for our example ocean process. Fig. 3 indicates that survegdculate simulated values at any location within the field at any
which are sampled quickly and densely have minimal survéystance in time. This capability is required for surveys which
error. However, as we saw in Section Il, fast and dense sfwHow irregular survey trajectories.
veys also correspond to high energy consumption. A tradeoff bedn the following sections, the technique of sampling from the
tween energy consumption and the combined survey error mggéectrum will be reviewed for spatial random fields. Simulated
be made to obtain optimal survey parameters. surveys from the resulting fields will be conducted and recon-
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this process which gives the simulation technique its name. This
method is as follows.
Letu € R™ be a random vector with elementsuniformly

A = (2km)2

® distributed on[0, 1]. Furthermore, let each element satisfy the
rE equation

<

&

L Uy = PD(IW) (35)

L -0%

@ .

E %o Vo where the (scalar) radial wavenumbetfs, are the random
> ol wavenumbers which we seek. We solve for these wavenumbers
c% N by taking the inverse of (35)

"‘“‘\ | | ki = Ppt (). (36)

e = e : Pyl , Finally, this vector of random wavenumbers is used to simu-
Grid Spacing: ogyp(hs / Ag) late a zero mean, unit variance spatial random field

-2 -

Fig. 4. Survey analysis plot as a function(of;, 7, ) for our example process

M
; . e 2
with A, = 512 m and7, = 51200 s. The combination of the survey envelope;( v, 2,) =4/ — coslk; (x{ cos cv; + x9 sin cv; + ct) + 6,
and combined survey error forms a tool which can be used to optimize survegy L 2) M Z: [ Z( ! ! 2 ! ) Z]
in terms of various survey parameters. Each point within the survey envelope i=1 (37)

?r:\llri?nthni gz(rg?%tggs?tﬁg] g??ﬁespurrevsegn?ggn:%rlgi;? ri"%)"?é{) pair. The where theq;s are random directions uniformly distributed on
[0, 27) and thed;s are random phases also uniformly distributed
struction errors from these surveys will be compared to the com~ [0, 2r). We have emplpyed the dispersion relation (24) to
bined survey error metric of Section IIl, write random frequenqes in terms_ of the ra_ndom Wavenur_nbers,
k;. Thus, the 2-D spatial random field consists of a collection of
M plane progressive waves of random wavelength and phase,
each oriented in a random direction. It is easily shown that the
For clarity of exposition and for computational simplicitysimulated fields have zero mean and unit variance, are spatially
we have chosen to simulate a time-varying, 2-D, random fiel§gmogeneous and isotropic and temporally stationary [19]. The
y(x, t), which is spatially homogeneous and isotropic and tergimylations can be modified so that the resulting random fields
porally stationary. Furthermore, the simulated fields will havgyre anisotropic by allowing the radial wavenumber spectral den-
zero meanm, = 0, and unit variancey; = 1. We have also sity/distribution to be parameterized by the random directions,
chosen to use a separable exponential autocovariance funct[gzr) in addition to the parametes;.

A. Process Simulation

—27|l|/ Ao ,—27 To
R(4, 1) = R(OR(t) = eI/ A o=2rltl/ (33) B. AUV Survey Simulations

where/ is the (scalar) distance between two points in the field, Using the simulation technique described above, we have
i.e., ¢ = |x|. Given our zero-mean and unit variance assumpgenerated simulated AUV surveys of spatially varying, tempo-
tions, we see that the autocovariance function is equivalent to Ry evolving processes. These surveys implement a simple
autocorrelation function of the random field. The spatial corrrid pattern over a square domain. Tinee field is calculated
lation length is denoted by, andr, is the temporal correlation ON @ 128x 128 cell grid which spans the simulation domain.
“length,” or time constant. The corresponding wavenumber-fréhe survey begins at timg — 7, /2 and ends at time, + 7, /2.
quency spectrum of the process will be a separable functionldye true field is the instantaneous spatial field at the time

k andw, t = to. . .
The AUV survey fields are generated as follows: A spatial tra-

Pk, w) = P (k)P(w) (34) jectoryforagrid survey is computed and discretized on a square,
uniform grid. Beginning at the southwest corner of the simula-
where P,.(k) denotes the radial wavenumber energy densityn domain attime = ¢, —7, /2, the field is sampled in the first
spectrum (we have relied upon the fact that the desired randoell. At each subsequent sampling instapt= t,—7;/2-+nAt,
field is spatially isotropic in order to write the wavenumbea value is taken at the corresponding location in the simula-
spectrum as a function of a scalar wavenunier tion domain. These spatially and temporally distributed sample
We see from (27) as well as the zero mean and unit vavialues build up a random field at a spatial resolution equal to
ance assumptions that the statistics of the spatial random fieldcoarser than the true random field. The time between sample
are completely determined by the length scale paramager, points,At, is dependent upon the speed of the AUV, the length
Thus, simulation of a spatial random field begins by choosirgf the survey trajectory, and the granularity of the spatial grid.
a length scale for the desired field and then selecting a veciidius, the effects of temporal blurring and spatial aliasing will be
of random wavenumbers from which the spatial random fiefstesent in the sampled field. Spatial interpolation is performed
will be formed. The way in which these random wavenumbervgth a bi-cubic spline method to place the reconstructed field on
are selected is known as sampling from the spectrum and ith& same spatial grid as the true field.
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C. Survey Simulation Errors . /T

The prime motivation for implementing the simulation
process is to facilitate the verification of the combined survey ool
error metric developed in Section Ill. We now explore the
correspondence between this theoretical error metric and the 08r
errors from time-varying and spatially-aliased simulated AUV
surveys. In each experiment the simulated survey errors are
defined to be the normalized mean square of the difference  26;
between the field reconstructed from the simulated survey !

+ 0.
samples and threuefield. This mean square error is normalized f )
by the energy contained in the reconstructed and true fields. os
Thus, we have 0
0.2
Z [y(xi, to) — 9(xi, 1)) o1}
gsirn = : R (38) N
> 2 (xi, o) + 43(xi, )] °
i Ag /Ay

Whel’ey(xi, t") is the true fIEId’y(xi’ ti’) is the reconstructed Fig. 5. Overall survey performance from simulated surveys (open circles)

field, x; ranges over all sample locations in the true field, an@mpared to the theoretical performance metric (solid line). One standard
t, is the sampling instance in the middle of the simulated AUWeviation error bars are shown.

survey ¢, may be set to zero without loss of generality).
Fig. 5 shows the overall survey performance from these Silﬂl- Survey Design
ulated surveys (recall that the survey performance is simply one
minus the combined survey error). We have varied both the spay
tial resolution \;, and the total survey time;, of the simulated
AUV surveys in such a way so as to cut a diagonal across t
(A, 7) space. The mean of the overall survey performances fr

an insemtt))'le ct)'f S|xtfeen Slfrr;]/eys 1S showr; ;}S an op(ﬁn C|:ccle ich gives the minimum survey error for our example process.
each combination ofX, 7). The variance of the overall per O™ \We now revisit this idea. In Figs. 6(a), 4, and 6(b), we show

mance metric and hence of the combined survey error metr'caﬁalysis plots for our example process with domains of varying

indicated by+1 standard deviation bars. The good agreeme‘girZe A = (3km)2, (2 kmp, and (1 km§, respectively. In each

bet.ween the simulgtion and theoretical (sqlid line) performancgfstﬁese plots, minimum survey errors (Table II) lie in the re-
validates the combined survey error metric of Section lIl. gion along the lower left comer of the survey envelope. This
is a consequence of the fact that one must sample densely and
quickly to achieve small errors. The fact that errors lie along
the boundaries of the survey envelope indicates either that all of
There are numerous internal and external parameters whiBg vehicle’s energy has been consumed (curvelinear portions of
effect the performance of an AUV survey of an oceanograpm@e boundary) orthat the vehicle has reached its maximum speed
process. Internal variables which influence AUV survey perfogonstraint (linear portions of the boundary) in attaining this min-
mance are factors such as the capacity of the vehicle’s battéfim error. Note also that the minimum error is strongly tied to
the efficiency of its propulsion system, the vehicle’s hotel loadhe area of the survey domain; smaller errors will be achieved
and its maximum speed. The three external parameters whiigmaller survey domains. As shown in Table Il, the size of the
have the greatest impact upon the overall survey performarftgvey domain is the first parameter which one should choose
are: 1) the ratio of the survey spatial resolution to the charathen designing an AUV field program since this choice has the
teristic length scale (correlation distance) of the process of i@teatest impact on the overall survey performance.
terest,(A; /X, ); 2) the ratio of the total survey time to the time Having made the choice of survey domain size, one should
constant (correlation time) of the proce$s,/7,); and 3) the then determine the number of surveys be made. If the genera-
size of the survey domaimi. The complex interconnections oftion of a high-resolution “snap-shot” of the process of interest is
these internal and external parameters compound the diffictiie overriding objective of the experiment, then a single survey
ties of designing field experiments which make extensive usewhich achieves a small error is desired. However, if coarser sur-
AUVs. The survey analysis plot of Section IV was developed agys can be tolerated, then perhaps multiple surveys are in order.
an aid in sorting out these interconnections. In this section, weThese survey analysis plots indicate that a continuum of sur-
will demonstrate the application of survey analysis plots to thigys are possible for any given value &f: (except in the
task. The example random process of Section IV provides tbasef;.. = Emin). FOr instance, the surveys along the curve
necessary context for these analyses. &y = 0.3 tradeoff spatial resolution against total survey time

n this section we explore the effects of the three external pa-

ameters on the overall survey performance through the appli-

Stion of the survey analysis plot. We have previously shown
W survey analysis plots can be used to selectXher,) pair

VI. APPLICATIONS
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Fig. 6. Survey analysis plots for surveys domains of varying area. The size of the survey dorhain(i3 km)Z in (a) and4 = (1 km)Z in (b). Compare with
Fig. 4 whered = (2 km)Z2. These figures demonstrate the effect of changing the overall size of the survey domain on combined survey errors. Minimum survey
errors for each plot are given in Table II.

TABLE I 1) Reduced Hotel Loadin Fig. 7(a), the vehicle’s hotel
COMBINED SURVEY ERRORS FORSURVEYS WITH DOMAINS OF VARYING SIZE  |0ad H is reduced to 1/2 of its Odyssey lIb value. Comparing

Area Eorin Figure with Fig. 4, we see that decreasing the hotel load changes
A = (3km)? || 0.242 || Figure 6(a) the shape of the survey envelope by pushing the envelope’s
A = (2km)® || 0.162 | Figure 4 energy boundary toward the upper left corner of the plot,
A = (1km)® || 0.086 || Figure 6(b) allowing longer duration surveys. However, this does not result

in a reduction in the minimum survey error over that of the
o ) unmodified Odyssey IIb survey since, in this example, the min-
to maintain a constant value for the combined survey error. CQRyym error is determined by the vehicle speed constraint. The
sidering only the two surveys lying at the intersection of thginimum survey error is the same as that for the unmodified
curve&; = 0.5 with the boundaries of the survey enveIopeAUV’ Epin = 0.162.
we see that one of these surveys will be as fast as possible bLg) Increased Propulsion Efficiencyin Fig. 7(b), the ve-
vyill have_ poor spafcial resolu_tion. The other_ survey will havgjcje’s propulsion inefficiency(1 — 5), is reduced to 1/2 of its
fine spatial resolution but will take a long time to completey eyious value, resulting in an overall increase in propulsion
The slow putdensely samplec_j survey is constralr_wed by the SHficiency. This pushes the energy boundary of the survey
of the vehicle’s battery while it is the AUV's maximum speeqiye|ope toward the left side, allowing more densely sampled
which limits the fast but coarsely sampled survey. In fact, aft'%[lrveys. Since the minimal survey error is constrained by the
reviewing Fig. 2, we see that the fast but coarse survey consumResimum vehicle speed, the minimum survey error does not
only about half of the available energy, leaving open the posghange. However, these surveys do consume less energy. This
bility of a second survey. Again, the researcher must make g, pe heneficial if the field program requires multiple survey
choice regarding the utility of differing survey strategies usingissions to be completed by the vehicle.
the insight gained from the application of the survey analysis3) Increased Maximum VelocityNext, the AUV's max-
plots. imum speed is increased by a factor of two. As shown in
Fig. 7(c), this pushes the maximum speed constraint directly
toward the lower left corner, allowing both faster and more
densely sampled surveys. Recalling that energy consumption
We now employ the survey analysis plots to gain insight intgoes as the cube of the vehicle speed [Equation (3)], it is not
the effects of the previously mentioned internal parameters sarprising that the energy boundary portion of the survey en-
the overall performance of an AUV survey. In Fig. 7, surveyelop now constrains the minimum survey error. The minimum
analysis plots are shown for surveys of the example processor is reduced by approximately 14 perceht;, = 0.139.
by modified Odyssey lIb vehicles. All of these surveys were 4) Multiple Vehicle SurveysBecause it is quite difficult
conducted over a domain of areb = (2 km)2. These plots in general to increase an AUV’s maximum speed without
illustrate the effects of modifying various vehicle parameteiscreasing its size or moving to a different energy source (such
on overall survey performance. The minimum survey errors fas combustion engines or fuel cells), we examine the use of
these surveys are given in Table Ill. See Fig. 4 to compare theseltiple vehicles in Fig. 7(d). Two unmodified Odyssey llIb
plots with that for an unmodified Odyssey IIb vehicle. We disvehicles are employed in these surveys. Since two vehicles
cuss the effects of modifying the vehicle parameters below: can cover twice the distance in unit time as can one vehicle,

B. Vehicle Design
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Fig. 7. Survey analysis plots for modified vehicle parameters in a survey domain ofareg2 km)Z. (a) The vehicle’s hotel load{, is reduced to 1/2 of the
standard Odyssey IIb value. (b) The vehicle’s propulsion inefficieficy; ), is reduced to 1/2 of its previous value. (c) The maximum vehicle speed is doubled.
(d) Two standard Odyssey lIb vehicles are employed in this survey. Compare with the analysis plot for an unmodified Odyssey IIb, Fig. 4. Minimearrossirvey

are given in Table IlI

TABLE 1II analysis plots can also be employed by the vehicle designers to

COMBINED SURVEY ERROERFES’;ZSW'TH MODIFIED VEHICLE guide them in making crucial tradeoffs during the initial phases
of anew vehicle design. For existing vehicles, the above analysis

Area | Parameter | £,;, | Figure indicates that certain desigh modifications would not be benefi-

(2km)? | Unmodified | 0.162 4 cial to the overall survey performance. For instance, our analysis

(2km)? H,n 10162 7(a), 7(b) for the Odyssey IIb AUV indicates that, if reducing the com-

E§£$;2 };?;z\fg‘\c}: g'ﬁz ; bined survey error is the overriding goal, then it is more bene-
. ficial to design and build several low-cost AUVs than to focus

on reducing hotel load, wetted surface area, or propulsion inef-

the survey speed is effectively doubled. Also, the two AUVfciency.

have twice the battery capacity of a single AUV and the energy|n this section, we have demonstrated the use of the survey

portion of the survey envelope is expands toward the left sid@alysis tool in guiding the survey and vehicle design processes.

of the plot. Unlike the case of the fast vehicle above, the energythe following section we will apply the survey analysis tool

boundary is not adversely impacted by the effective increaggthe design of an AUV survey of an oceanographic process of

in survey speed. The maximum speed constraint is again thg&rent interest.

limiting factor or survey performance. The minimum survey

error 1S S|gn|f|cgntly reducec.Efmin =0.116. VII. APPLICATION TO OPEN-OCEAN DEEP CONVECTION

Using analysis plots, one is able to objectively compare the
various AUV platforms to determine which platform is best Open-ocean deep convection plays a key role in ocean cir-
suited to a specific scientific program or field experiment. Theulation by mixing surface water with deeper water, thus re-




722 IEEE JOURNAL OF OCEANIC ENGINEERING, VOL. 26, NO. 4, OCTOBER 2001

o
© -
T
w
o

o
@®
_—

hed
N
T
"
-

[=

2 —

g >

D07 =

< 7]

2 = +

%O.G g') s

E o

3 .

& 05 > 2

3 >

[

Los G . |
£ 61.5‘ \

© — AN
o3t 3 \
4 e N
2 » 11 AN
£

D

-

e

0.5 \

(=4
T
-

——

05 1 1.5 2 25 3 35 4 4.5 -4 ~35 -3 ~2.5 -2 1
Seconds x10° Wavenumber: log,o ks (m~)

o

(a) ' (b)

Fig.8. Open-ocean deep convection statistics. (a) The temporal sample autocorrelation function is calculated from observations of an Gegneoceactibn
model [22]. The temporal sample autocorrelation decays to zero after approximately 12 h and treeorrelation time is 175 min. (b) A wavenumber spectral
density estimate is also calculated from observations of the convection model. Here, a slice through the isotropic spectrum is shown. Tistichareeimmgth
corresponding to the broad spectral peak is 1000 m. This distance is the characteristic separation between convective plumes. The high watienafrther po
spectrum (dashed line) was chosen to be consistent with the spectrum at adjacent wavenumbers.

newing the intermediate and deep waters of the world’s ocealmg-wavelength motions which are well resolved by the 50-m
It is most likely to occur during prolonged winter storms whegrid spacing of the numerical model. These space and time
the surface heat flux (cooling by low air temperature and galesjales are typical of the real process.
is largest. Labrador Sea is one of only a few deep convectionLet us now assume, for the sake of an example, that we wish
locations in the world, along with the Greenland Sea and sew-grid survey over a fixed, square areb= (1 km)?, using an
eral locations around Antarctica. Owing to its importance, tH@dyssey llb AUV. By numerical integration of (16), (19), and
Labrador Sea has been intensively studied in the last few yeg8), we combine the spatial and temporal survey errors and cal-
[23]. culate the combined survey error, shown as a function of survey
Open-ocean deep convection has been simulated by Jéinme and grid spacing in Fig. 9(a). As expected, Fig. 9(a) in-
Marshall and his group at the Department of Earth, Atmalicates that minimum error surveys are accomplished rapidly,
spheric, and Planetary Sciences, Massachusetts Instituteamd with fine spatial resolution. Given the relatively short mis-
Technology, using a nonhydrostatic numerical model [224iontimes required by the temporal autocorrelation (slightly less
Data from this model was used to estimate the temporal autban three hours) and a maximum speed constraint on the ve-
correlation function and wavenumber spectral density of thcle of 2.5 m/s, missions are not constrained by battery ca-
process. An estimate of the model's temporal autocorrelatipacity. Consequently, the important survey constraint for this
function for vertical water velocity is shown in Fig. 8(a).example is maximum vehicle speed. For the open-ocean deep
The autocorrelation function has a maximum time lag of 1@nvection example with a survey area of one square kilometer,
h with granularity of 30 s and was calculated as an averatfe minimum survey error i€,,;, = 0.220, Fig. 9(b). De-
of time-series observations at 192 fixed locations throughoereasing the area covered by the survey or increasing the number
the model domain. The decorrelation time is 175 min and tleé AUVs used in the survey allows the survey error to be reduced
autocorrelation function decays to zero after approximatedygnificantly. In Fig. 9(c), we have reduced the total survey re-
12 h. To calculate the horizontal wavenumber spectral degiontoA = (1/2 km)2. This has the effect of changing the error
sity of the vertical velocity field, the model was allowed tasurface underlying the survey envelope, resulting in a minimum
evolve for 14 h, at which time the convection has beconsurvey error of,,;, = 0.086. Alternatively, if we use three
well established. We sampled a horizontal plane at a depthAifiVs to survey the original survey ared,= (1 km)?, we can
500 m every 30 min for the final 4 h of the simulation. Fronagain lower the combined survey error, Fig. 9(d). In this case,
each of these observations, individual horizontal wavenumbbe minimum survey error i§,,;, = 0.116.
spectral estimates were calculated and then averaged anBrom the survey analyses of Fig. 9, we can better appreciate
smoothed to produce the spectral estimate. A slice throutife tradeoffs necessary in surveying open-ocean deep convec-
the resulting isotropic spectrum is shown in Fig. 8(b). Thion using an AUV. For example, since the characteristic dis-
spectral peak corresponds to a wavelength of 1000 m, tkésice between convective plumes is approximately 1000 m, the
being the characteristic separation between convective plum@amimum error survey of Fig. 9(c) would give acceptable per-
The spatial structure of the convection process is dominatedfoymance if the scientific objective were to make an accurate es-
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Fig. 9. Survey analyses for open-ocean deep convection. (a) Combined survey error as a furfétion) ofb) Survey analysis plot for a survey of a square
domain of aread = (1 km)Z. (c) Survey analysis plot for a of areh = (1/2 km)2. The survey envelope translates downward, giving access to surveys with

lower total error. (d) Survey analysis plot for three Odyssey Ilb AUVs surveying a domain offareg 1 km)Z. Minimum survey errors for these surveys are
given in Table IV.

TABLE IV from AUV surveys. We have developed survey performance
MINIMUM SURVEY ERRORS FORSURVEYS OF OPEN-OCEAN DEEP CONVECTION metrics which quantify vehicle energy consumption and both
Area Enin || Figure spatial and temporal survey errors and have validated these met-
(1km)? [ 0.220 [ 9(b) rics within a simulation environment. We have also used these
(1/2km)? || 0.086 || 9(c) performance metrics to gain insight into the design of AUV sur-
(1km)®> ]| 0.116 | 9(d) veys of oceanographic processes and to identify useful ways

to customize the design of an AUV in light of particular sci-

. . - o , entific objectives. The contributions of this paper to the gen-
timate of the vertical heat within the interior of a single plume, problem of surveying with AUV place the survey design
Alternatively, if the mission goal is gather information about thg o jem firmly within a quantitative framework. However, mod-
_d|str|but|on or format|0n_of the convective plumes, then the Mifk-ations of and improvements upon this work are certainly pos-
imum error surveys of Fig. 9(b) and (d) or ones over evenlarggpe and will be needed as the use of AUVs in oceanographic

survey domains would be more appropriate. and other settings grows and matures. Our contributions are re-
viewed below.
VIII. CONCLUSION 1) Perform_ance Metric_s:ln S_ection I, we reviewed the en-
ergy economics of surveying with AUVs and created the survey
In this work, we have explored the problem of reconstructingnvelope” which quantifies AUV energy consumption for a
spatially distributed, time evolving process fields with samplagven survey domain in terms of the survey’s spatial resolution,
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A;, and the total survey time,. We also explored the errors in-of Equation (20) and found good agreement between the errors
herent in reconstructing a spatial field from temporally blurreflom the simulated surveys and the theoretical errors.

survey samples, Section Ill. Two error metrics were developed,4) Survey AnalysesSurvey analysis plots were applied to
one of which measures the error due to spatial undersamplthg analysis of AUV surveys of random fields in Section VI.
of the phenomenon of interest. The second metric estimates Tiese analyses gave insight into the process of survey sam-
errors due to the temporal evolution of the process field over thng with AUVs. Several tradeoffs of spatial resolution versus
course of the survey. These error metrics were combined irttdal survey time were discovered and their implications for
a single total survey error metric. In developing these metricdUV survey design were discussed. We demonstrated the op-
we made several simplifying assumptions in order to make ttimization of a uniform grid survey over a square domain of a
problem tractable or to simplify the presentation. These assunggnple random process field. The values for the spatial reso-
tions were the following. lution, A,, and total survey timer,, indicated by this analysis

were shown to be optimal in the sense that they minimized the

D The_process of interest is temporally stat_lonary a pected survey error while constraining the survey to lie within
spatially homogeneous, but not necessarily spatia Ne survey envelope

Isotropic. Finally, we employed the survey performance metrics in an

The frequency and wavenumberspegtra (or, gquwalen%alysis of several vehicle design parameters and considered
the spatial gnd temporal autocorrelation functions) of the . | <o of several AUVs to conduct a single survey. Not
process of interest were assumed tq b_e known. . ... surprisingly, we found that methods which allow an AUV to
Errors due to AUV positional uncertainties are negllglbl%ove more quickly through the water give the most dramatic

l.e., uncertainties in the position of the AUV are muc%ecreases in total survey errddsing multiple vehicles was

;mallerthan the_spatlal resolution sca}le qfthe SUrvey. Trﬂﬁmd to be the most beneficial and straightforward methods of
is reasonable given an external navigational aid suchi roving overall survey performance

an acoustical long-baseline system, which can give posi-
tional uncertainties as low as 1-10 m [24].
The process of interest was assumed to be the only

oceanographic phenomenon at play in the survey region. _ )

and tides. group at the Department of Earth, Atmospheric, and Planetary
Errors due to the finite extent of the AUV surveys (i.e.Sciences, Massachusetts Institute of Technology, for providing
truncation errors) were also assumed to be negligibRCCeSS to their open-ocean deep convection numerical model.
While this may be a reasonable assumption for densely

gridded surveys, it will be an increasingly poor assump-
tion for low-resolution surveys as the number of track-
lines across a survey domain decreases.

The efficiency of the AUV’s propulsion system was as-
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